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I N T R O_
Everyone hates laggy gameplay when playing online, but it 
shouldn’t be seen as an unavoidable part of multiplayer gaming. 
There is actually quite a lot that you can do to help your players 
have the smoothest experience possible.

However, between distance between server and clients, packet 
hops, a server’s tick and update rate, and a plethora of other 
issues, developers can get buried in technical issues and your 
players may suddenly find out they were clocked in the head by 
something they thought was half the map away.

While it is never easy to put together a multiplayer game with a 
strong and secure online experience, it is absolutely doable and 
this guide on network latency management will help you lock 
down the fundamentals.

https://docs-multiplayer.unity3d.com/docs/reference/glossary/ticks-and-update-rates
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W H AT  I S 
N E T W O R K 
L AT E N C Y ? _
Online games have issues that single player or LAN-only 
games don’t have to worry about, such as jitter, round-trip 
time (RTT), or packet loss.  
 
Any kind of delay between sending, receiving, and queuing 
information between clients and servers can cause 
an issue for gameplay. For a full list of definitions and 
problems, check out this guide here. 
 
To successfully address latency problems, you need 
to consider the priority and relationship between the 
following elements: 

1.	 Security 

2.	 Reactivity 

3.	 Accuracy and consistency

No solution is perfect, and every way to approach latency 
issues has strengths and weaknesses. The key is to find 
the way that works best for your game and this guide will 
help you understand how to make that decision.
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https://docs-multiplayer.unity3d.com/docs/learn/lagandpacketloss/index.html
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S E C U R I T Y  A N D 
A U T H O R I T Y_
Authority defines who has the right to make final gameplay decisions over objects 
in the client-server relationship. The authority model you select has implications for 
how you manage network latency in your game.  
 
There are two authority types in multiplayer games, and each has its own 
relationship with security, responsiveness, and accuracy and consistency.
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Any code that exists on the client’s side can be tampered with, and players can 
forge false network messages sent to the server.  
 
If you want to know how this might end up looking in your game, consider the 
example of a game where you cannot kill imps from a certain distance. 
 
If you specify in your client logic that you can’t kill these imp more than 10 meters 
away, but the “kill imp” message is a server RPC (remote procedure call) that doesn’t 
check distance server-side, players can forge that network message to bypass your 
client side logic.  
 
Unfortunately, some people will always try to mess with your game so you should 
always keep in mind you can never fully trust clients. For the sake of those poor 
imps and all others playing your game, your server needs logic to validate player 
actions coming from clients.

SUMMARY

Server authority More secure. Less reactive. No sync issues. 

Client authority Less secure. More reactive. Possible sync issues.
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A U T H O R I T Y  M O D E L S  A N D  
L AT E N C Y_
As mentioned above, the authority model you select has implications for the network latency in your game. Let’s review the 
two authority types and their relationship with security, reactivity, and consistency.

S E R V E R  A U T H O R I TAT I V E  G A M E S  
A server authoritative game has all its final gameplay decisions executed by the server.
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EXAMPLE 
Character position with server authority

In this example, the server gets to make the final gameplay decisions.
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1 .  G O O D  F O R  S E C U R I T Y  
In a server authoritative model, critical data such as your character health or position 
can be server authoritative to ensure that cheaters can’t mess with it. In that instance, 
the server will have the final say on that data’s value. You don’t want players being able 
to set their own health – or, even worse – other player’s health at will. 
 
Netcode for GameObjects is server authoritative, which means all writes to 
NetworkVariables are only allowed from the server. However, when accepting RPCs 
coming from clients, you need to make sure to add validation code, since those RPCs 
are coming from never to be trusted sources. 

2 .  G O O D  F O R  C O N S I S T E N C Y 
 
An advantage of server authoritative games is your world’s consistency. Since all 
gameplay decisions (such as a player opening a door or a bot shooting a player) are 
made by the same node on the network (the server), you can be sure these decisions 
are made at the same time. 
 
A client authoritative game would have decisions made on client A and other decisions 
on client B, with both being separated by RTT ms of internet lag. Player A killing player 
B while player B was already hiding behind cover would cause consistency issues. 
 
Having all this gameplay logic on one single node (the server) makes these kinds of 
considerations irrelevant, since everything happens in the same execution context.

3 .  N O T  G O O D  F O R  R E A C T I V I T Y 
 
An issue with server authority is that you end up waiting for your server to tell you to 
update your world. This means that if you send an input to the server and wait for the 
server to tell you your position change, you’ll need to wait for a full RTT before you see 
the effect. 
 
However, stay tuned as there are patterns you can use to solve this issue while still 
remaining server authoritative that will be covered further down.

https://unity.com/products/netcode


1 .  G O O D  F O R  R E A C T I V I T Y  
A client authoritative model can often be used when you trust your users or their devices, and it’s a useful model for 
reactivity. Since the client itself is making all the important gameplay decisions, it can display the result of user inputs as 
soon as they happen instead of waiting a few hundred milliseconds.  
 
For example, you could have a client tell the server “I killed player X” and have the server simulate that action to return 
the result. This way, your client could show the death animation for your enemy as soon as you clicked, since the death 
would already be confirmed and owned by your client. The server would only relay that information back to other users.
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C L I E N T  A U T H O R I T A T I V E  G A M E S  
In a client authoritative (or client driven) game, you still have a server that’s used to share world state, but clients will own and 
impose their own reality.
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EXAMPLE 
Character position with client authority

In this example, the client gets to make the final gameplay decisions.



© 2022 Unity Technologies 9 9

2 .  N O T  G O O D  F O R  C O N S I S T E N C Y  
Client authoritative games present possible sync issues. If you let your client make an authoritative decision using 
outdated information, you’ll run into desyncs, overlapping physics objects, and other such issues. 
 
For example, if player movement is client side, different players may be in different versions of the world based on each 
client’s processing and refresh speed. 
 
That means player A may move freely on their client for a few frames behind Player B’s client in which they have stunned 
Player A. These two game realities are out of sync and will result in Player A appearing to be suddenly stunned when 
Player A’s client jumps back in sync with the other client’s.

EXAMPLE 
Owner authority versus all clients authority 

 
Giving multiple clients the ability to affect the same shared object can get messy.  
 
To avoid this, it’s recommended to use client owner authority, which would allow only the owner of an object to interact with 
it. Since ownership is controlled server side in Netcode, there’s no possibility of two clients running into a race condition. To 
allow two clients to affect the same object, you’d need to ask the server for ownership, wait for it, then execute the client 
authoritative logic you want.

Capture the flag part one – client authority issue 

Capture the flag part two – server authority fix 

Multiple clients attempting 
to impose their reality on a 
shared object.

Multiple clients asking 
to interact with a shared 
object.



© 2022 Unity Technologies 10 10

3 .  N O T  G O O D  F O R  S E C U R I T Y  
Client authority is a pretty dangerous door to leave open on your server, since any malicious player 
could forge messages to say “kill player X” and win the game.  
 
When you don’t think there’s any reason for your players to cheat – such as it’s a cooperative game 
– the client authority model can be a great way to have reactivity without some of the complexity 
added with techniques like input prediction. 
 
Another way of solving this issue in a client authoritative game is using soft validation server side. 
Instead of completely doing a simulation server side, the server will only do basic validation. It 
could, for example, do range checks to make sure a player isn’t teleporting to places it shouldn’t. 
This would usually be acceptable in a PvE game. However, any PvP will usually require server 
authority.

A N O T H E R  O P T I O N  
A pattern we’ve seen that helps when you’re not sure about using client or server authority is to implement your game behavior 
not by server/client, but by authoritative/non-authoritative.  
 
By abstracting this to authority instead of isServer/isClient, your code can easily be swapped to client or server authority 
without too many refactors.
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S O LV I N G  L AT E N C Y 
I S S U E S  I N  S E R V E R 
A U T H O R I TAT I V E 
G A M E S _
In multiplayer game development, best practice is to adopt a server authoritative 
model for consistency and security of your gameplay. Client authoritative models 
open your game to cheating and more latency issues.  
 
Below, we’ll cover four key game design strategies to manage latency in server 
authoritative games:
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SUMMARY

Client authority Less secure. More reactive. Possible sync issues.

Action anticipation More secure. Somewhat reactive. Possible visual 
sync issues.

Prediction More secure. More reactive. Correction on sync 
issues. Complex and tentacular.

Server side rewind More secure. More accurate by favoring the 
attacker. Shot behind a wall issue.
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1 .  A L L O W  L O W  I M P A C T  C L I E N T 
A U T H O R I T Y  
When designing your feature, use server authority as the 
default and then identify which feature needs reactivity and 
doesn’t have a big impact on security or world consistency. 
 
User inputs are a good example. Since users already own 
their inputs (I own my key press, the server can’t tell me “no 
you haven’t pressed the W key”), user input data can easily 
be client driven. 
 
In FPS games, your look direction can easily be client driven 
without much impact. The client will send to the server 
its look direction instead of mouse movements. Having a 
correction on where you look would feel weird and security 
for this has its own challenges.

2 .  C L I E N T  S I D E  P R E D I C T I O N 
 
Prediction is a very common way of making an educated guess as to what the server will send you. Your 
game can stay server authoritative, but instead of waiting a full RTT for your action results, your client 
can simulate and run gameplay code of what it thinks will happen as soon as your players trigger inputs.  
 
For example, instead of waiting a full RTT for the server to tell me where I moved, I can directly update 
my movements according to my inputs. This is very close to client authority, except with this technique 
you can be corrected.  
 
The world (and especially the internet) is messy. A client could guess wrong. An event produced by 
another player could come and mess with your own local guess or your physics simulation could be non-
deterministic.  
 
This is where “reconciliation” (or “correction”) comes into play. The client keeps a history of the positions 
it predicted, and, being server authoritative, the client still receives (outdated by X ms of latency) 
positions coming from the server.  
 
The client will validate whether the positions it predicted in the past fits with the old positions coming 
from the server. The client can then detect discrepancies and “correct” its position according to the 
server’s authoritative position. This way, clients can stay server authoritative while still being reactive.

T I P 
If the server can correct the action, 
use server authority.
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3 .  A C T I O N  A N T I C I P A T I O N  
There’s multiple reasons for not having server authoritative gameplay code run 
both client side (with prediction) and server side.  
 
For example, your simulation could be not deterministic enough to trust that the 
same action client side would happen on the same server side. If I throw a grenade 
client side, I want to make sure the grenade’s trajectory is the same server side. 
 
This often happens with world objects with a longer life duration, with greater 
chances of desyncing. In this case, the safest approach (well, safe for a grenade) 
would be a server authoritative grenade, to make sure everyone has the same 
trajectory.  
 
But how do you make sure the throw feels responsive and that your client doesn’t 
have to wait for a full RTT before seeing anything react to their input?  
 
For a lot of games, when triggering an action, you’ll see an animation/VFX/sound 
trigger before the action is actually executed. A trick often used for lag hiding 
is to trigger a non-gameplay impacting animation/sound/VFX on player input 
(immediately), but still wait for the server authoritative gameplay elements to drive 
the rest of the action.  
 
If the server has a different state (your action was canceled server side for some 
reason), the worst that happens client side is that you’ve played a quick but 
useless animation and it’s easy to just let the animation finish or cancel it. This is 
referenced as action casting or action anticipation. You’re “casting” your action 
client side while waiting for the server to send the gameplay information you need. 
 
For your grenade, a client side “arm throw” animation could run, but the client 
would wait for the grenade to be spawned by the server. With normal latencies, 
this usually feels responsive. With higher abnormal latencies, you could run into 
the arm animating and no grenade appearing yet, but it would still feel responsive 
to users. It might feel strange, but at least it would feel responsive and less 
frustrating.  
 
This is also useful for any action that needs to interact with the world. An ability 
that makes you invulnerable would need to be on the same time as other server 
events. If I predict my invulnerability, but a sniper headshots me before my input 
has reached the server, I’ll see my invulnerable animation, but will still get killed. 
This is obviously pretty frustrating for users.  
 
Instead, I could play a “becoming invulnerable” animation with the character 
playing an animation, wait for the server to tell me “you’re invulnerable now” and 
then display my invulnerable status. This way, if a sniper shoots me, the client 
will receive both the sniper shot and the invulnerability messages on the same 
timeline, without any desync.
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4 . S E R V E R  S I D E  R E W I N D 
( A K A  L A G  C O M P E N S A T I O N )  
Server rewind is a security check on a client driven feature to make sure we stay 
server authoritative.  
 
A common use case is snipers. If I aim at an enemy, I’m actually aiming at a ghost 
representation of that enemy which is RTT/2 ms late. If I click its head, the input 
sent to the server will take another RTT/2 ms to get to the server. That’s a full RTT 
to miss my shot and is very frustrating.  
 
The solution for this is to use server rewind by “favoring the attacker”. This is 
because it’s way more frustrating for an attacker to always miss their shots than for 
a target to get shot behind a wall once in a while.  
 
The client sends along with its input a message telling the server “I have hit my 
target at time T”. The server, when receiving this at time T+RTT/2, will rewind its 
simulation at time T-RTT, validate the shot and correct the world at the latest time 
(i.e. kill the target). This allows for the player to feel like the world is consistent (my 
shots are hitting what they are supposed to hit) while still remaining secure and 
server authoritative.  
 
 
Note: The server rewind of the game’s state is done all in the same frame – this is 
invisible to players. This is a server side check that allows validating a client telling 
you what to do.



C O N C L U S I O N _
Building a multiplayer game is a challenging endeavor, but also an 
exciting one. Whether you’re building the next battle royale smash 
hit, or a cozy online co-op, understanding the nuances of latency and 
how to manage it is essential. 

Check out Unity’s Netcode for GameObjects solution and 
documentation to get started with your next multiplayer project 
today. 

EXPLORE  NETCODE
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https://unity.com/products/netcode
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G L O S S A R Y  O F  T E R M S _

T E RM DE F I N I T I O N

Network latency The amount of time between a cause and its visible 
effect when sending information over a network. 
 
Example: The time between you pressing the 
button to shoot and your in-game gun firing.

Remote procedure call 
(RPC)

RPCs are ways to call methods on objects that are 
not in the same executable or hosted on the same 
machine.  
 
Example: A client can invoke a server RPC on a 
NetworkObject. The RPC will be placed in the local 
queue and then sent to the server, where it will 
be executed on the server version of the same 
NetworkObject.  

Round-trip time (RTT) RTT is the time it takes for a packet to be 
transmitted from one machine to another and back. 

Player vs environment 
(PvE)

A game type where players compete against the 
environment or situation, and not directly against 
other players.

Player vs player (PvP) A multiplayer game type where players compete 
against other players directly.

Desync When the client and server are not synchronized. 
When this happens, player movements and actions 
are not represented on the game server so the 
game state is not accurate for the player.
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